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DATA ANALYSIS AND MAGHINE LEARNING

PROVIDING INSIGHT AND KNOWLEDGE THROUGH DATA WRANGLING
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We are facing a new industrial revolution, “Industry 4.0,
where machines and sensors can connect to your IT
infrastructure to provide more profound insight into your
business and Key Performance Indicators (KPIs).

With the advent of this new paradigm, systems and
monitoring applications are producing enormous amounts
of actionable data allowing for cost optimization, prediction
of future events, behavior classification, quality control, and
a number of other functionalities.

The connection of sensors from remote locations to your
local or remote IT infrastructure can be undertaken in a
seamless manner through a low cost, energy efficient, and
secure Internet of Things (IoT) network.

Business intelligence overviews can be generated, alerts
programmed and additional functionality plugged in and
actioned based upon the received and analyzed data.

Machine learning (ML) models can be generated allowing
for prediction on most valuable operational parameters.

The process typically involves the definition of a desired
goal, the selection of a target class, the training of a ML
model to recognize or predict the target and, eventually, the
application of that same ML model to new operational data.

An interesting field of application in predictive maintenance
considers the prediction of unknown, undesired events,
such as equipment failure. Prediction of such unknown
disruptive events is typically referred to as “anomaly
detection”.
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Our workflow typically considers the following stages:

- Indexing and visualization. Your data is indexed into
our search cluster, and a customized, tailor-made,
dashboard with relevant data and KPIs is generated
specifically for the source data.

- Sharing and fine-tuning. Remote access to the
dashboard is granted.

- Data wrangling, modeling and forecasting. A ML model
is generated based upon the processed data, and
forecasting algorithms are run to determine the
predicted behavior.

- Forecasting reports. Reports predicting the future
behavior are generated and shared to the
stakeholders. Where applicable, alarms can be set or
actionable advice can be provided.

On a case by case basis, we can also undertake the
integration of related sensors or APIs through the
implementation of software forwarders which can feed the
data straight from the sensors to the indexing cluster.

We can also assist with the local deployment of search
clusters or additional infrastructure necessary to undertake
data analysis visualization at the customer’s premises.

While data visualization can provide quick insight into
relevant metrics, it is hard to scale such insight when
presented with different types of charts and graphics.
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Image above / below
Indexing raw static data, originating from real life sensors installed on rotating equipment, without forwarder or data broker, for processing and machine learning,
and dashboard showing real time logging from data broker.

The ability to monitor multiple key performance indicators (KPIs) and metrics is crucial to understanding the operational parameters of
equipment as well as the source of potential breakdowns, allowing for streamlining data collection, analysis, and collaboration with
dashboards that help users to quickly digest critical information and make smart decisions in real time.

The sample dashboard below shows typical information gathered during operation, with sensor readings being displayed and customized
to show not just real data, but processed data (ie, individual or aggregated median values) in real time. This is just a sample, though;
more complex tailor-made dashboards can be developed to showcase a wide range of data of interest, as well as KPlIs, in real time.
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Image above
Detection of numeric outliers by means of unsupervised anomaly detection methods. Data provided
by a real life sensor installed on rotating equipment.

Meaningful insight can be extracted from automatic handling and processing
of massive amounts of data thanks to anomaly detection, supervised or
unsupervised. By continuously monitoring a live environment, detection
algorithms can effectively expose themselves to massive amounts of training
data, an exposure which would allow them to understand what is “business
as usual” and what is otherwise an outlier for an organization’s specific
environment. In order to be able to gather, clean, structure, analyze and
store data (a process often referred to as data wrangling), specific tools and
infrastructure capable of processing big volumes of data is required. The
more data that is made available to the system, the more accurate the
system becomes.

The largest risks that an operation
can encounter will almost
certainly be unknown, or in other
words, something for which
preparations in advance could not
be made.
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The systems need to be as
experienced and accurate as
possible in order to detect a new
unknown that signals the risk.

Anomaly detection is a technique which
identifies rare observations which are
statistically different from the rest of
observation, potentially translating into some
kind of problem or consequence, such as
equipment failure.

Referring to the image on the left, nominal
operation can be observed due to the
significantly overwhelming number of similar
records, whereas two distinct, singular,
events can also be observed. Those two
events represent a small percentage of
anomalous data, while at the same time the
anomalies are statistically very different from
the normal samples. Those two
requirements are typically present in the
unsupervised anomaly detection methods,
where normal values are clustered using a
similarity measure and datapoints which are
determined to be far off from the cluster are
considered to be anomalies or outliers.

A more complex detection can be
undertaken using ML procedures, as long as
we have access to labeled datasets
containing both normal and anomalous
samples. Availability of such data would
allow us to construct predictive models
which can assist in classifying future data
points.

This type of detection is commonly referred
to as supervised anomaly detection.
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Image above

Correlation of data and clustering of sensor readings.

Image below
Classification of outliers during anomaly detection.
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Image above
Forecasting of periodic (seasonal) data, utilizing part of the historical time series to validate the model (holdback period) and projecting the forecast into the future
with a certain confidence interval. Data provided by a real life sensor installed on rotating equipment.

Forecasting involves taking models fit on historical data and using them to predict future observations. The underlying intention of time
series forecasting is determining how target variables will change in the future by observing historical data from the time perspective,
defining patterns, and developing short or long-term predictions, considering the historical patterns.

All the previously, recently, and currently collected data are used as input for time series forecasting where future trends, seasonal
changes, irregularities, and such are elaborated based on complex math-driven algorithms.

The image above shows forecasting of a time series with a strong seasonal pattern (seasonality refers to a property of time series that
displays periodical patterns repeating at a constant frequency) with some minor residual deviation. The forecasting algorithm is run
holding back some historical data which will be used to test the validity and accuracy of the results (central section of the graph), while
finally projecting the forecast (rightmost section of the graph).

Not all time series will show such a predictable pattern, but even more complex, random series can be decomposed through the so called
Seasonal-Trend decomposition through LOESS (or STL decomposition) allowing for the breakdown of the complex series in more
approachable components (seasonal, trends, and residuals).

Predictions can be identically carried out based upon known historical values of other, related, parameters. The random forest regression
algorithm, for instance, takes advantage of the ‘wisdom of the crowds’; it takes multiple (but different) regression decision trees and makes
them ‘vote’. Random forest regression then calculates the average of all of the predictions to generate a great estimate of what the
expected value for the target parameter should be.

The image below shows the prediction of a range of values of an individual sensor installed on a rotating equipment, based upon historical
values of readings taken from a range of sensors also installed on the same equipment, and where correlation, between readings in those
sensors and readings in the target sensor, has been known to exist. This procedure is useful in a number of scenarios such as, for
instance, predicting the impact of cost variations in material and subcomponents on the final cost of production of a product.

The first chart shows the scatter plot of reading combinations between sensors. Graphs on the diagonal of the chart show perfect self-
correlation of a sensor with respect to itself. Graphs in other location show correlation of a sensor with respect to a different one, and it
can be observed that correlation is fairly high in all circumstances, with readings grouping tightly in clusters.

Deviations with respect to these clusters are a consequence of anomalous operation of the equipment, yielding outliers in data. Having
ascertained proper correlation, certain inputs can in consequence be used in averaged prediction of the desired output, using the random
forest regression algorithm, which is shown in the bottom half of the image below.

It can be observed that the predicted model fits the real life results with a significant degree of accuracy. The scatter plot located on the
right hand side of the image shows a strong fit, with discrepancies being due to the operational anomalies shown on the line chart located
on the left hand side of the image. This is also supported by the spikes which can be observed on the residuals line chart.

Image next
Scatter plot showing clustering of data registers and correlation between readings from different sources, and prediction of target data using input data from other
sources by means of the random forest regression algorithm.
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